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Artificial Intelligence (AI) systems are becoming increasingly popular due to their many 
uses, especially when it comes to ML-intensive IoT systems.   

However, AI systems are extremely complex to implement. In response to this challenge, 
the software engineering research community has come into play through the definition 
of novel methods and instruments to engineering ML-intensive systems effectively and 
efficiently: this research field is known as SE4AI. 2

Background

(1) G. Giordano, F. Palomba, F. Ferrucci, On the use of artificial intelligence to deal with privacy in IoT systems: A systematic literature review, Journal of Systems and Software 193 (2022) 
(2) E. Nascimento, A. Nguyen-Duc, I. Sundbø, T. Conte, Software engineering for artificial intelligence and machine learning software: A systematic literature review



One of the most popular use cases of ML-intensive systems is represented by Image 
Classification,1 which is instrumental for a large variety of real-world tasks, like video 
surveillance and facial recognition, just to name a few. 

We argue that those systems are of interest for SE4AI as well, as they enclose critical SE 
properties, e.g., robustness, privacy, fairness, security, and performance.

Background

(1) G. Giordano, F. Palomba, F. Ferrucci, On the use of artificial intelligence to deal with privacy in IoT systems: A systematic literature review, Journal of Systems and Software 193 (2022) 
(2) E. Nascimento, A. Nguyen-Duc, I. Sundbø, T. Conte, Software engineering for artificial intelligence and machine learning software: A systematic literature review



Background

(3) S. Bhatnagar, D. Ghosal, M. H. Kolekar, Classification of fashion article images using convolutional neural networks, in: 2017 Fourth International Conference on Image Information Processing (ICIIP), IEEE, 2017 
(4) M. Kayed, A. Anter, H. Mohamed, Classification of garments from fashion mnist dataset using cnn lenet-5 architecture, in: 2020 international conference on innovative trends in communication and computer engineering (ITCE), IEEE, 2020

The work proposed three different 
Convolutional Neural Network 

Architectures using batch Normalization 
and Residual Skipped Connections.

Results: They achieved 92.54% accuracy 
using a two-layer Convolutional Neural 
Network with batch normalization and 

skipped connections.

The aim of the work is to improve 
Convolutional Neural Network’s 
performance by leveraging a  
LeNet-5 architecture

Results: By enhancing the performance 
of Convolutional Neural Network by 
leveraging a LeNet-5 architecture, 98% 
accuracy can be achieved.



Most of the research conducted on image classification 
has been based on the use of the Fashion-MNIST 
dataset.5 Why? 
‣   Instances normalized in a dimension of 28×28 pixels 
‣   Images converted into a gray scale 
‣   Pixels composed of a different value (0-255) based on the color intensity 
‣   60,000 items divided into 10 classes of garments

Background

(5) The Fashion-MNIST dataset: https://github.com/zalandoresearch/fashion-mnist

As such, the dataset is widely considered as a valuable 
benchmark to experiment with image classification.

https://github.com/zalandoresearch/fashion-mnist
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Limitations

In-vitro experiments Accuracy as a  
performance metric

‣ It is still unclear how robust ML-intensive 
systems trained on the Fashion-MNIST dataset 
are in a more realistic context, i.e., are the 
conclusions drawn generalizable and robust? 

‣ Why does it matter? In an evolutionary 
context, data drift and data distorsions can 
occur and, as such, the performance of the 
model may significantly vary



Limitations

In-vitro experiments Accuracy as a  
performance metric

‣ Accuracy does not take into account the 
distribution of training and test sets and may 
be distorted due to the learning effect 

‣ Why does it matter? It is not an appropriate 
measure for unbalanced data sets because it 
does not distinguish values such as false 
positive and false negative, possibly biasing 
the interpretation of the results



Assessing the robustness of 
systems simulating a more 

realistic evaluation scenario



Research Questions

?Baseline. What is the performance of an engineered 
Convolution Neural Network when applied for the 
task of image recognition? 

Goal. To what extent the application of input testing 
methods impact the performance of an engineered 
Convolution Neural Network when applied for the task 
of image recognition? 

RQ1

RQ2
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Results of Existing Approach

‣ The engineered approach achieved good 
levels of prediction for all garments, ranging 
from 89.9 percent to 98.7 percent. 

‣ One out of four items is misclassified as a 
shirt, but is misclassified as a T-shirt or coat: 
this is probably because the three clothing 
classes are similar to each other.

Results  of the Engineered Approach — RQ1
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When replicating in a real-world 
context, model performance 

drops dramatically



1 2
3 4

Considerations

Even engineered models fail 
with data that deviate from 
the training data

The only filter leading to 
similar results is contrast, 
because it does not deviate 
much from the training data

To test the robustness of the 
model, it would be good to 
conduct in-vivo experiments

 Fashion-MNIST is a widely used 
dataset; it may be necessary to re-
evaluate existing research and 
replicate it in a more realistic context



Future Works

Evaluate the performance of CNN-based 
models with other in-vivo scenarios

Investigate the main cause of the results to 
understand whether they depend on 
training/test data or validation procedures

Experiment with other dataset and use cases:  
‣ self-driving cars  
‣ safety evaluation



Software Engineering approaches can detect 
and succumb to issues related to AI contexts. 

Leveraging SE4AI would be appropriate.
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