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Abstract

The Internet of Things (IoT) refers to a network of Internet-enabled devices that can make different operations, like sensing,
communicating, and reacting to changes arising in the surrounding environment. Nowadays, the number of IoT devices is
already higher than the world population. These devices operate by exchanging data between them, sometimes through an
intermediate cloud infrastructure, and may be used to enable a wide variety of novel services that can potentially improve the
quality of life of billions of people. Nonetheless, all that glitters is not gold: the increasing adoption of IoT comes with several
privacy concerns due to the lack or loss of control over the sensitive data exchanged by these devices. This represents a key
challenge for software engineering researchers attempting to address those privacy concerns by proposing (semi-)automated
solutions to identify sources of privacy leaks. In this respect, a notable trend is represented by the adoption of smart solutions,
that is, the definition of techniques based on artificial intelligence (AI) algorithms. This paper proposes a systematic literature
review of the research in smart detection of privacy concerns in IoT devices. Following well-established guidelines, we identify
152 primary studies that we analyze under three main perspectives: (1) What are the privacy concerns addressed with AI-
enabled techniques; (2) What are the algorithms employed and how they have been configured/validated; and (3) Which are
the domains targeted by these techniques. The key results of the study identified six main tasks targeted through the use of
artificial intelligence, like Malware Detection or Network Analysis. Support Vector Machine is the technique most frequently
used in literature, however in many cases researchers do not explicitly indicate the domain where to use artificial intelligence
algorithms. We conclude the paper by distilling several lessons learned and implications for software engineering researchers.
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1. Introduction tics report that, in 2020, the number of IoT devices connected
to the Internet is about 8.74 billion, and this number will in-
crease by 25 times in 2030.! However, the growth of IoT is not
exempt from serious security threats and privacy [42]. In par-
ticular, IoT devices typically have low memory and produce
large amounts of sensitive data that are sent and elaborated
by servers, which then return the outcome of the elaboration
to those devices [12]. Such an intensive exchange of data nat-
urally allows external attackers to steal information and use
them for malicious reasons [4, 29], as we witness too often in
the news. Some of the most recent, resounding examples are
connected to the malicious use of smart assistants® or even
the influence that IoT data leaks might have had on the 2016
US elections.® The problem of privacy is so spread in practice
that Meneghello et al. [25] provocatively defined IoT as the

We live in a world that is more and more virtualized
and where people can do anything, anytime, from anywhere
[35].This is enabled by the availability of devices and sen-
sors that can capture the surrounding environment and/or
the user requests in order to distribute them toward other
devices and sensors and produce data, knowledge, actions,
communications, entertainment, and others: this is what we
call Internet-of-Things (a.k.a. IoT) [5]. It is not easy to give an
all-encompassing definition of IoT because the field of appli-
cability of these devices is so vast to risk not including some
possible domain or sub-domain. However, Strous et al. [34]
tried to give a general definition that can be summarized as
“IoT is the inter-networking of physical devices such as vehi-
cles, home appliances, medical devices and so on that can col-
lect and exchange data and interact with other devices using
the Internet to monitor or control something.” The key objec— 1Source STATISTA.COM: https://www.statista.com/statistics/
tive of IoT is indeed that of providing people with an infras- 1183457/iot-connected-devices-worldwide/.
tructure that allows ubiquitous access to devices and service *The ALEXA case: https://wwv. theguardian. con/technology/201
provider§ [20]. The last decades.ha.ve seen an ever-growing i{ ‘;i‘;’{ ?,i/i ile‘i’:'sii;i::’ invading-my-privacy-the-dark-side-o
interest in IoT, and the vast majority of services and com- 3The CAMBRIDGE ANALYTICA case: https://www.theguardian.com/
munications are currently offered through IoT devices like news/2018/mar/17/cambridge-analytica-facebook-influence-us
smartphones and other smart objects [11, 15]. Recent statis- -election.
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Internet-of-Threats, synthesizing the current body of knowl-
edge on security weaknesses of commercial IoT solutions and
highlighting the urgent need for automated mechanisms that
may support the detection of privacy concerns in IoT sys-
tems. Researchers have actively embraced this call through
the definition of techniques based on blockchain [17, 18],
gateway instrumentation [24], privacy-preserving data aggre-
gation schemas [19, 22], to name a few.

Besides the techniques discussed above, a recent trend is
represented by the adoption of artificial intelligence (Al) al-
gorithms and models. These approaches concern the design
of supervised and unsupervised methods, meta-heuristics,
or reasoning approaches to detect potential privacy leaks or
to preserve privacy in IoT systems [27]. For example, Ma-
jumder and Izaguirre [85] developed an Al-based security
system that, employing motion detection and facial recogni-
tion, might prevent the malicious intrusion of externals into
IoT systems. Similarly, Liu et al. [77] developed a fully en-
crypted Convolutional Neural Network (CNN) [2] to monitor
the vital signs of patients: the encryption mechanism allowed
to hide personal data during the training phase of the artifi-
cial intelligence model, preserving privacy.

Most of this research has been conducted by researchers
in the fields of algorithms, cybersecurity [9], and networks.
We advocate that it is time for software engineering to come
into play by conducting empirical investigations into the
matter and proposing novel instruments to support develop-
ers of IoT systems. In this respect, we notice a lack of compre-
hensive knowledge on what are the privacy issues tackled by
artificial intelligence approaches, which design and valida-
tion choices were applied when assessing those techniques,
which are the current limitations induced by these choices,
and in which domains the application of Al-based methods
seem more promising. An improved understanding of these
aspects is crucial for (1) assessing the current capabilities of
these methods; (2) pointing out potential limitations of the
techniques employed so far; and (3) identifying additional
domains and/or methods that may be used to detect possi-
ble privacy issues and preserve data privacy in IoT systems.
All these angles might be of interest to our research commu-
nity to identify the areas where to focus our collective effort.

Hence, in this paper, we conduct a Systematic Literature
Review (SLR) on the usage of artificial intelligence techniques
for detection privacy issues or to preserve privacy in IoT sys-
tems. We employ well-established guidelines [14, 38] to sys-
tematically search the literature on the matter: from an initial
set of 2,202 papers, we identify 152 primary studies that we
then analyze to address the three perspectives of interest.

The analysis of the research literature highlights an in-
creasing interest in artificial intelligence methods for the pri-
vacy of IoT systems, and, indeed, we find that a large portion
of the papers was published in 2020. In addition, we identify
two key use cases: artificial intelligence is used to spot privacy
issues or prevent their emergence, yet there exist several sub-
fields where Al-based techniques might be applied. While the
most widely used approach is Support Vector Machine, we
discover that only a few papers elaborated on the rationale

behind the selection of the Al technique and, perhaps more
importantly, that most of the approaches have been assessed
through a limited and potentially biased evaluation metrics.
Lastly, we find that the vast majority of the published papers
do not include explicit indications on the domains where the
proposed techniques can be applied, hence threatening their
actionability and reproducibility.

Based on our findings, we identify several future research
directions and implications for the research community that
encompass the adoption, definition, configuration, and vali-
dation of artificial intelligence methods for IoT privacy.

Structure of the paper. Section 2 provides background onIoT
devices, other than elaborating on the existing literature re-
views on IoT privacy and how our work differs from them. In
Section 3 we report the research questions and the system-
atic methodology employed to search and synthesize the lit-
erature. Section 4 discusses the results achieved, while Sec-
tion 5 further analyzes the implications of our findings. The
potential threats to validity and our mitigation strategies are
discussed in Section 6. Finally, Section 7 concludes the paper
and outlines our future research agenda.

2. Background and Related Work

This section reports on the basic information required to
understand our work, namely on the logical architecture of
an IoT device and the literature reviews previously proposed
in the context of privacy of IoT systems.

2.1. Anatomy of an IoT device
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Figure 1: Five Layer Architecture.

Figure 1 shows the current theoretical architecture of a
generic IoT device. The architecture is componsed by: per-
ception layer that include objects and sensors that compose
the device, like GPS sensors, bar-code scanners, and RFID
sensors. The “Transport” layer that receives pre-elaborated



information and analyzes it through two sub-layers: The Net-
work Capabilities and the Transport Capabilities.The former
allows the device to connect to the network and proceed with
the authentication and the access control mechanism; the
latter implements the mechanisms needed to transfer the
data to the upper levels (e.g., through the definition of wired
or wireless protocols like Wi-Fi, RFID sensors, and Bluetooth.
The “Processing” layer offers a support mechanism to store
the data received by the lower layer; this layer usually uses
cloud infrastructures, ubiquitous computing, and, finally, it
is used to perform data analysis tasks and generate actions
that could influence the environment. From the user’s per-
spective, the “Application” layer offers an interface between
the IoT devices and applications that could be built. It is used
to develop and deploy IoT applications like a specific appli-
cation to govern a smart home or monitor a patient with a
healthcare app. Finally, the “Business” layer is used to man-
age and control applications using flow charts, graphs, and
dashboards. This is the layer employed for the decision-
making process, where one can decide which actions or op-
erations should be done with the information received from
the previous layers. This layer is directly involved in protect-
ing the end user’s privacy.

In any case, it is worth remarking that, in a real-world
scenario, the architectures described are often subject to
changes or customization to meet specific requirements of
the application to build or because of the heterogeneity of the
IoT devices. As such, the architectures should be considered
as a starting point for building IoT applications.

2.2. State of Art

In the recent past, some literature reviews targeted the
privacy of IoT systems. Most of them treated the problem by
investigating the major privacy threats in IoT environments,
focusing on the root causes of privacy concerns rather than
how artificial intelligence methods have been exploited to
identify privacy issues or preserving privacy.

Aleisa and Renaud [3] surveyed the literature from 2009
and 2016 to investigate (1) the geographic distribution of pri-
vacy issues, finding this typically concerns Europe and North
America; (2) the data collection methods, which were found
to be diverse and scattered, other than mainly focusing on
quantitative perspective; (3) the hardware technologies, that
in about 35% of the cases refer to RFID sensors; (4) the ma-
jor issue about privacy, namely the lack of privacy-preserving
mechanisms; and (5) the topics treated, with authentication
and authorization mechanisms being the most popular ones.
In doing so, the authors did not only collect published re-
search papers but also news stories and privacy reports to an-
alyze a larger variety of privacy violation perspectives.

Ziegeldorf et al. [42] elaborated on a list of IoT environ-
ments’ privacy threats, reporting the following ones as the
most harmful:

1. Identification: This relates to the possibility of identi-
fying a device through its IP address or machine name;

2. Localization and tracking: This threat refers to the
possibility of detecting user traffic in multiple ways,
e.g., using a GPS sensor or smartphone localization;

3. Profiling: The profiling threat implies the possibility of
tracking the user information in order to identify possi-
ble relevant information from the target;

4. Interaction and presentation: This aspect refers to
Machine-Machine Interaction. Indeed, a threat to pri-
vacy could arise when these devices share information
with other devices;

5. Lifecycle transitions: This threat occurs when the de-
vices assume that the information previously shared
with other devices has been deleted. However, the
devices that receive that information could be storing
those data for unclear reasons;

6. Inventory attacks: This aspect refers to the possible
unauthorized access inside the device. Indeed, the ma-
licious user could detect possible sensible data and use
it for multiple illegal actions;

7. Linkage: This threat refers to privacy issues arising
when multiple devices are connected and share infor-
mation; in these cases, the devices could be used for
unauthorized access inside the system.

The work by Ziegeldorf et al. [42] is not meant to be a sys-
tematic investigation but rather a viewpoint on the key con-
cerns threatening the privacy of IoT systems.

Two literature reviews have been recently published by
Hussain et al. [56] and Waheed et al. [37]. Similarly to us,
both of them investigated the role of artificial intelligence in
the context of IoT privacy.

Hussain et al. [56] conducted a non-systematic literature
review to delineate the current solutions and the future chal-
lenges of the use of machine learning in IoT environments,
with a particular focus on privacy issues. From a techni-
cal standpoint, the authors conducted a meta-analysis of the
previous surveys on software security and IoT systems in or-
der to investigate two aspects. First, they synthesized the mo-
tivations for using machine learning techniques in the con-
text of [oT. Secondly, they summarized which are the machine
learning algorithms employed. In this respect, their focus was
mainly on the analysis of the efficiency and complexity of the
machine learning solutions proposed so far. Hence, with re-
spect to the work by Hussain et al. [56], ours can be seen as
a systematic complementary analysis where we focus on the
design of the machine learning pipelines, namely the strate-
gies employed to train, build, and validate the models. Fur-
thermore, our systematic literature review (1) does not limit
itself to machine learning but explores the broader applica-
tion of artificial intelligence methods and (2) considers ad-
ditional dimensions such as the domains, the privacy issues,
and the techniques employed for dealing with privacy.

Waheed et al. [37] conducted a systematic literature re-
view of the research papers published from 2008 to 2019 that



focused on understanding the role of machine learning and
blockchain to deal with security and privacy in IoT systems.
Waheed et al. focused on threats and countermeasures for
security and privacy concerns, reporting the lack of survey ef-
forts in the context of machine learning and privacy.

Based on the analysis of the state of the art, we can claim
that our work presents the largest up-to-date systematic in-
vestigation into the role of artificial intelligence to deal with
privacy in IoT systems.

3. Research Methodology

The goal of the study is to survey the research literature
that applied artificial intelligence methods for detecting pri-
vacy concerns and preserving privacy in IoT systems, with the
purpose of providing software engineering researchers with
actionable items and insights that they can exploit to investi-
gate the matter further and improve the automated support
made available to developers and managers to deal with pri-
vacy concerns. The perspective is that of researchers who are
interested in assessing the currently existing methodologies
and how to improve them.

To address our goal, we developed and conducted a Sys-
tematic Literature Review (SLR), which is a synthesis process
through which the existing research papers on a subject of in-
terest are systematically identified, selected, and critically ap-
praised to address one or more research questions [14]. In the
context of our work, we followed the well-established guide-
lines originally proposed by Kitchenham and Charters [14].
To provide additional rigor to the analysis, we also integrated
the standard procedure with the so-called snowballing pro-
cedure [39], i.e.,, a methodology used to scan the incoming
and outcoming references of the primary studies identified
by the systematic search for identifying additional sources.
We followed the snowballing guidelines provided by Wohlin
[38]. In terms of reporting, we followed the ACM/SIGSOFT
Empirical Standards.* and, in particular, the “General Stan-
dard” and “Systematic Reviews” guidelines.

3.1. Research Objectives and Questions

The specific research objectives of the systematic litera-
ture review are reported in the following:

Objective 1. Understanding the IoT privacy tasks targeted
with artificial intelligence techniques;

Objective 2. Understanding the IoT domains where artificial
intelligence techniques have been employed.

Objective 3. Understanding the design, configuration, and
evaluation of the artificial intelligence techniques used to
deal with privacy in IoT systems.

4Available at: shorturl.at/cBDHS.

While the literature on privacy of IoT systems [36] has es-
tablished a number of static and dynamic instruments that
help developers detecting the presence of privacy threats, our
objectives are motivated by recent research efforts in the field
of privacy and security showing an increasing trend in the
adoption of artificial intelligence methods to deal privacy in
IoT systems. [16, 26]. For instance, Kuzlu et al. [16] advocated
the exponential growth in the development of complex arti-
ficial intelligence-enabled algorithms to protect IoT systems.
This was confirmed by a number of additional studies in the
field of privacy and security (e.g., [10, 30, 40]). These observa-
tions posed the foundations of our research objectives. We ar-
gue the need for a comprehensive understanding of how arti-
ficial intelligence methods have been engineered for securing
the privacy of IoT systems. This is crucial to assess the soft-
ware engineering angle of the matter, possibly letting emerge
problems and challenges that our research community might
help addressing.

Our objectives have driven the definition of our research
questions (RQs):

RQ,. What are the IoT privacy tasks that can be tackled
with the use of artificial intelligence techniques?

RQ; aimed at addressing the first objective and investi-
gating the most common privacy tasks addressed through the
adoption of any form of artificial intelligence method. The re-
search question is motivated by our willingness to provide a
comprehensive overview of the state of art regarding privacy
tasks treatable with Al-based methods: this may reveal tasks
that have been only partially considered by the state of the
art, hence suggesting potential future work in the field.

RQ,. Which are the IoT domains where artificial intelli-
gence techniques have been applied to deal with privacy?

This research question addressed the second overall ob-
jective of the study and was motivated by the willingness to
assess the typical domains where artificial intelligence tech-
niques have been applied to the problem of privacy, which
may naturally highlight additional domains where the appli-
cation of these techniques might be worthy:.

RQs. Which families of artificial intelligence algorithms
were used to deal with privacy in IoT systems?

RQ4. Which datasets were used to validate the artificial in-
telligence methods employed to deal with privacy in IoT sys-
tems?

RQs. Which strategies were used to validate the artificial
intelligence methods employed to deal with privacy in IoT
systems?
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RQg. What are the evaluation metrics employed to assess
the quality of the artificial intelligence methods employed
to deal with privacy in IoT systems?

With the set of research questions from RQ3 to RQg, we
aimed at addressing the last objective and investigating the
inner-working of the artificial intelligence techniques em-
ployed in the literature. It is important to note that such an
analysis was motivated by a key consideration in the field of
artificial intelligence and machine learning: the design, con-
figuration, and validation of those techniques might heavily
influence the interpretation of the performance [23, 28, 32].
Hence, our research questions shed light on how researchers
have defined these techniques, possibly revealing common
patterns and limitations to address. In addition, these re-
search angles allowed us to complement previous work on
the use of artificial intelligence methods for IoT privacy [37,
56], by providing a deeper understanding of the methodol-
ogy used to define artificial intelligence pipelines to be used
when detecting privacy issues or preserving privacy.

3.2. Research Query definition

One of the key methodological steps of a systematic liter-
ature review is identifying appropriate search terms that may
help retrieve a comprehensive set of sources. In this respect,
we adopted the following strategy:

* For each research question, we first extracted the most
relevant keywords—these represented the base to con-
duct our search;

e For all relevant terms, we identified possible synony-
mous or alternative spelling;

* We used boolean operators (AND and OR) to compose
the research query.

The outcome was the following research query:

Search Query

(“privacy” OR “anonymization” OR “sensitive informa-
tion” OR “sensitive words”) AND (“iot” OR “Internet-of-
Things”) AND (“machine learning” OR “artificial intelli-
gence”)

As shown, we putin OR all the synonyms of the same con-
cept, while multiple concepts were combined using the AND
operator. It is important to remark that, before continuing
our systematic literature review, we checked the presence of
the search query terms related to privacy concerns on the sys-
tematic literature reviews described in Section 2. The basic
idea behind this step was to verify the consistency and com-
pleteness of the selected terms against papers that reported a
systematic investigation of the literature. Therefore, they are
supposed to contain a complete mapping of the terms used in
literature to indicate privacy concerns. This step allowed us

to include alternative words in the search query in case these
were not included initially. This did not eventually happen
since we did not identify any additional terms to include.

As for the artificial intelligence-related terms, the exist-
ing literature reviews targeted just part of the problem, i.e.,
the use of machine learning. Therefore, it was impossible to
check the selected terms’ completeness against them. In any
case, we preferred to include both “machine learning” and
‘artificial intelligence” to (1) not miss any of the resources
considered by previous systematic literature review and (2)
identify sources that did not employ machine learning but
other forms of artificial intelligence.

3.3. Search Databases

Once we defined the search query, we selected the
databases to use when performing our search. Correct identi-
fication of those databases is fundamental to have a success-
ful literature review [14]. For this reason, we selected the top-
three research databases,” namely:

» IEEEXplore (http://ieeexplore.ieee.org);
¢ Scopus (Www.scopus.com);
e ACM Digital Library (https://dl.acm.org).

These databases are typically used to conduct system-
atic literature reviews [8, 13] and, perhaps more impor-
tantly, guarantee complete coverage of the published re-
search, hence allowing us to access the entire set of papers.

3.4. Exclusion and Inclusion criteria

Exclusion and inclusion criteria allow the selection of re-
sources that address the research questions of a systematic
literature review [13]. In the context of our study, we identi-
fied and applied the following “Inclusion/Exclusion” criteria.

A) Exclusion criteria: The resources that met the follow-
ing constraints were filtered out from our study:

¢ Papers not written in English;

¢ Short papers, namely papers with a number of
pages lower than seven;

¢ Workshop papers;

¢ Duplicated papers;

¢ Papers whose full text read was not available;
* Conference papers later extended to journal;

¢ Master Theses.

Using these filters, we could exclude all preliminary re-
search results, e.g., workshop or short papers, but also
avoid considering a similar paper multiple times, e.g.,
in case of an archived journal paper that extends a con-
ference publication or in case of duplicates.

Ssource: https://paperpile.com/g/research-databases- compu

ter-science/.
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B) Inclusion criteria: Papers that applied artificial intel-
ligence methods to the problem of privacy of IoT sys-
tems were included in our study.

3.5. Snowballing

The snowballing technique refers to the use of the ref-
erence list of an paper or its citations to identify additional
papers that might have been missed by the search process
[39]. This is typically used after the application of the exclu-
sion/inclusion criteria, so that the reference analysis is only
performed on the relevant papers that address the research
questions of the literature review. As the reader might see, the
snowballing technique requires an extensive amount of time
and effort: for this reason, we limited ourselves to the ap-
plication of the so-called backward snowballing, that is, the
scanning of the reference list of the papers selected.

3.6. Quality assessment

Before proceeding with the extraction of the data required
to address our research questions, we assessed the quality
and thoroughness of the retrieved resources to discard the
papers that did not provide enough details to be used in our
study. Particularly, we defined a checklist that included the
following questions:

Q1. Are the artificial intelligence techniques clearly defined?

Q2. Are the privacy topics treated in the paper clearly de-
fined?

Each question could be answered as “Yes”, “Partially”,
“No”. We associated a numeric value for each label to bet-
ter assess the quality and thoroughness of each source: the
label “Yes” was associated to the value ‘1’, “Partially” to ‘0.5’,
“No” to ‘0’. The overall quality score was computed by sum-
ming up the score of the answers to the two questions, and
the articles with a quality score of at least 1 were accepted.

3.7. Data extraction

Once we had identified the final set of sources to consider,
we extracted the information relevant to address our research
questions. In particular, we defined the data extraction form
reported in Table 1. Besides the basic information on the pri-
vacy topics treated by the paper or on the design/validation
of the artificial intelligence techniques, we also sought to ex-
tract data on the dataset exploited and the programming lan-
guage used to develop the technique: these pieces of infor-
mation could provide additional insights into the character-
istics of the considered papers. Also, the data extraction form
included a “Limitation(s)” field, through which we took note
of the possible limitations of the techniques assessed. It is
important to remark that the “Validation Techniques” field
of the data extraction form was voluntarily left optional, as
not all the primary studies might have proposed validations
of the artificial intelligence techniques proposed.

Dimension

Attribute: Description

Privacy What kind of privacy concerns have been
highlighted in the use of IoT devices?

Machine What kind of algorithms were used to

Learning tackle the problem?

Algorithms

Topics of In- | What are the main topics treated?

terest

Programming | What programming languages have been

Language used to address this issue?

Training What is the strategy adopted to train the

Strategy model?

Validation What kind of techniques were used to val-

Techniques idate the model (if any)?

Dataset What dataset has been selected to train
the Machine Learning model?

Evaluation What evaluation metrics has been used to

Metrics evaluate the model? (e.g., F-score, Accu-
racy, Precision, Recall).

Limitation What are the limitations of current tech-
niques?

Table 1: Data Extraction Form

3.8. Search Process Execution

Once we had defined the basic blocks of our systematic
literature review, we then proceeded with its execution. An
overview of the execution is presented in Figure 2, where we
show how the number of primary studies considered varied
when applying the various filters we defined. In particular,
the execution process worked as follows:

A We run the search query against the three selected
databases. In this respect, it is worth remarking that
each database requires its parameters to conduct the
search process, e.g., in terms of the document types
to consider. For the sake of replicability, Table 2 sum-
marizes the parameters defined for each database. The
search query output a total amount of 2,202 hits: 1,273
for the ACM Digital Library, 486 for IEEEXplore, and
443 for Scopus. The higher number of hits obtained
when querying the ACM Digital Library is motivated by
the internal mechanisms that the platform employs to
match a query against the content it makes available
[7]: in particular, it does not limit the search of each
term of a query to the full content of an paper, but
also considers the metadata, hence providing a larger
amount of candidate relevant papers. In any case, we
completed the first step by downloading all the candi-
date papers and storing them in a local environment
for a quicker investigation.

B Each of the candidate papers entered the next phase,
which consisted of applying the exclusion criteria. The
process was conducted by the paper’s first author, who
scanned each source and applied the filters. The au-
thor first considered each paper’s title, abstract, and



Database Document Type Publication

Media Results

Format

Subject Area

Source Type

Stage

IEEE 2011 - 2021 | Conference Journal

Scopus 2011 - 2021 | Conferences paper Final EN

ACM
Total

2011 - 2021 Research Paper

486

Computer Science
Engineering

Conference Proceeding

Journal 443

PDF 1,273

2,202

Table 2: Filters applied in the research queries.

Research
Query

Exclusion
Criteria (Title,

Abstract,
Keywords)

-
N—"
—

ACM: 1273
Papers

Quality
Assessment

Final Selection
137 Papers

~——
g Total papers

Found: 2202

First Selection:

IEEE: 486 247 Papers

_.[

152 Papers

Pass All Steps 152 Papers

H Snowballing

Papers

Scopus:
443 Papers

Inclusion

Criteria (Full
Text)

Selected For Data
Extraction

Inclusion/
Exclusion
Criteria
applied
Again

Figure 2: Overview of the papers selection process.

keywords to decide on whether it should have been dis-
carded. If this was enough, the inspector read the con-
tent of the paper. Overall, 1,955 papers were excluded,
and, therefore, 247 passed to the next step.

The inclusion criteria were considered. Also, in this
case, the paper’s first author acted as the inspector and
started applying the criteria defined against the 247 pa-
pers. Unlike the previous step, the inclusion was as-
sessed by considering the full paper and not only the
title, abstract, and keywords. In case of indecision, the
inspector brought the case to the attention of the other
authors, who could provide feedback and open a dis-
cussion that led to a final agreement. As a result of this
procedure, we discarded additional 110 sources, lead-
ing to a final number of 137 papers included in our sys-
tematic review.

D After collecting the relevant papers, the inspector ap-
plied the backward snowballing procedure and identi-

fied potentially relevant candidates missed by the orig-
inal search. Then, the inspector let the additional
sources pass through the exclusion/inclusion criteria.
Similar to what was previously done, the inspector re-
quested the feedback of the other authors whenever
needed. The snowballing procedure included 15 new
sources, leading to a total of 152 papers.

The next step is concerned with the application of
the quality assessment. This was a particularly criti-
cal phase, since we had to rate the papers based on
their clarity or the availability of enough information
to address our research questions. The process was ini-
tially started by the first author of the paper, who pro-
vided a first score to each paper. Then, the second au-
thor independently repeated the analysis to have a sec-
ond look and a more stable evaluation of the papers.
The scores assigned by the two authors were later com-
pared, and cases of disagreement were discussed. As
a result, no paper was excluded, and, therefore, all 152



papers passed the quality assessment.

F Finally, we proceeded with the data extraction. Most
of the information required to address our research
questions (e.g., the artificial intelligence technique em-
ployed) was rather easy to collect and, therefore, the
first author independently extracted them. More prob-
lematic was instead the analysis of the potential limita-
tions. This required a more careful and focused discus-
sion, which was jointly conducted by the two first au-
thors of the paper. In particular, they analyzed (1) the
sections of the papers where potential limitations and
threats to validity were discussed; (2) the characteris-
tics and properties of each technique employed, trying
to identify additional limitations. In this respect, it is
worth remarking that the inspectors have years of ex-
pertise in artificial intelligence and are also involved in
academic courses on the matter.

The data extracted from the selected papers were then used
to provide an answer to our research questions. The following
section overviews the main findings of our analysis.

4. Analysis of the Results

Before diving into the results addressing our RQs, it
is worth reporting some meta-information on the primary
studies accepted for our systematic literature review.
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Figure 3: Publication trend by year.

In the first place, Figure 3 depicts bar plots highlight-
ing the number of papers published by year. Looking at
the figure, two elements might be noticed. On the one
hand, the publication trend recalls an exponential function,
which means that the interest in facing privacy in IoT sys-
tems using artificial intelligence techniques is rapidly and
massively increasing. This may indicate that several other

papers will be published in the near future. The publi-
cation trend further motivates our work, namely the need
for a systematic literature review that analyzes how artifi-
cial intelligence techniques have been applied and validated
in the field, other than which are the key limitations that
future research is called to address. On the other hand,
we can also notice that 50% of the papers (75) have been
published in 2020 [A1-A4, A7, A10, A15-A17, A20-A23, A25-
A27, A29, A31-A33, A36, A38, A40, A42, A44, A45, A49, A54—-
A56, A61, A2, A65, A66, A68, A71, A75, A77, A78, A80, A83-
A85,A87,A88,A90,A91, A93, A95, A96, A98, A104-A106, A109-
Al112, A117, A120, A125-A127, A129, A130, A135, A136, A138,
Al140, A142-A144, A147, A148, A150]. While the astonishing
number of published material can be connected to the gen-
eral exponential publication trend, it also indicates how pri-
vacy is becoming more and more pressing for researchers.
A possible influencing factor is the significant increase in
terms of IoT devices acquired by users during the pandemic
years [33], which has naturally further increased the need for
privacy-preventing mechanisms.

An additional preliminary view on the characteristics of
the primary studies is concerned with the programming lan-
guages employed to devise the artificial intelligence tech-
niques. We noticed that not all the articles explicitly men-
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Figure 4: Programming languages used to devise the artificial intelligence
techniques proposed in the primary studies.

tioned the programming languages used. In some cases, this
information has been obtained by analyzing side informa-
tion, i.e., references of third-party libraries, code snippets
commented in the articles, or manual analysis of replication
packages. Unfortunately, in 91 cases we could not find any
information to elicit the programming language adopted.
Figure 4 provides the results of this analysis. We identified
PYTHON as the key means enabling the definition of artificial
intelligence techniques: this was indeed used in 67% of the
articles [A2, A4, A7, Al4, Al6, A19, A26, A40, A49, A50, A54,
A59, A60, A62, A64, A66-A68, A71, A72, A74, A76, A83, A89,
A94, A97, A100-A103, A106, A110, A119, A120, A123, Al29,
A135, A138, A142, A147, A148] This result was somehow ex-



pected, as PYTHON is widely considered as the main pro-
gramming language for data science and machine learning
engineering, as it offers a large amount of data science li-
braries that make the development of artificial intelligence
techniques easier.® Other programming languages are less
used. In 11% of the cases researchers preferred a combina-
tion of multiple programming languages. In these cases, dif-
ferent programming languages were used to implement dif-
ferent steps of the artificial intelligence pipelines: as an ex-
ample, [A47] employed the R toolkit to perform data cleaning
operations and then relied on the Weka library’—written in
JavaA—to devise a machine learning solution.

Hence, such an analysis allows us to recommend the us-
age of PYTHON for building novel solutions based on artifi-
cial intelligence to treat privacy concerns in IoT: this solution
would indeed offer an easier chance to build techniques that
can extend the existing ones, e.g., by applying specific, tai-
lored mechanisms on top of the techniques proposed in lit-
erature, or even compare the performance of the newly pro-
posed techniques with the existing ones.

The problem of privacy detection and preservation in IoT
using artificial intelligence is now, more than ever, rele-
vant and massively explored by researchers. The publi-
cation trend is indeed exponential and about 50% of the
primary studies has been released in 2020. PYTHON is the
top programming language employed to build the artifi-
cial intelligence techniques proposed in literature.
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4.1. RQy - On the privacy tasks tackled with the use of artificial
intelligence techniques.

To address RQ;, we elicited the privacy task(s) performed
in the primary studies. We labeled each paper with the set of
tasks considered to enable the analysis. Figure 5 reports the
top-6 tasks performed in the primary studies. For the sake of
clarity, we focus the following discussion on these tasks since
these are the ones considered by at least 10% of the primary
studies. Nonetheless, we report in Figure 6 a word cloud that
summarizes the whole set of tasks considered.

“Network Analysis”. The most prominent task is the one of
Network Analysis—24.4% of the primary studies (33) ex-
plicitly focused on that. The authors of these primary
studies highlighted a critical threat to privacy due to the
fact that IoT devices typically share information without
secure protocols. For this reason, data might be easily
stolen [A64, A114, A115, A139, A148]. More specifically, the

6Top programming languages for data science and machine learning en-
gineering: https://towardsdatascience.com/top-programming-lan
guages-for-data-science-in-2020-3425d756e2a7.

"The Weka toolkit: https://www.cs.waikato.ac.nz/ ml/weka/.
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Figure 5: Topics frequency.

task aims at investigating the presence of malicious traf-
fic and/or activities on networks, e.g., the exchange of vul-
nerable packages. Artificial intelligence models are typ-
ically used to classify network traffic and identify sensi-
tive or personal information transmitted by IoT devices
[Al, A8, A9, A22,A23, A26,A29, A32, A38, A45, A59, A60, A63,
A64, A67, A73, A76, A79, A94, A96, A102, A107, A109, A114,
Al115,A117, A120, A128, A129, A131, A139, A148, A151]. For
instance, Fei et al. [A38] collected traffic data from the
network environment to feed a Random Forest algorithm
able to classify an abnormal traffic potentially leading to a
denial of service. In a very similar fashion, the other ap-
proaches proposed in literature collect information from
various sources to train machine learners able to classify
malicious inputs to a network.

“Attack Detection’. This task has been taken into account by
23.7% of the primary studies (32). It refers to the possi-
ble detection of malicious actions. More particularly, we
identified two main use cases: “Intrusion Detection” and
“Anomaly Detection”. The former consists of the defini-
tion of a hardware or software component to detect pos-
sible attacks on an IoT device. The intrusion detector an-
alyzes the network traffic and pinpoints possible suspi-
cious activities, like phishing and ransomware. To per-
form this action, the authors typically used artificial intelli-
gence to analyze this traffic, searching for anomalous pat-
terns that can indicate an intrusion on the system [A6, A12,
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A21, A40, A95, A103, A108, A110, A124, A125, A145]. The
latter use case, i.e., “Anomaly Detection”, may be seen as
a sub-category of the ”Intrusion Detection” one: the pur-
pose, indeed, is exactly the same but with a fundamen-
tal difference due to the methodology applied to identify
malicious actions. While the “Intrusion Detection” ana-
lyzes the signatures of known attacks or possible devia-
tions from normal traffic, “Anomaly Detection” relies on
statistical models to verify the incoming or outgoing traf-
fic [A13, A14, A35, A47, A50, A65, A82, A99, A122, A134]. Ttis
worth noting that, in some cases, the authors of the primary
studies did not explicitly indicate the specific use case con-
sidered, i.e., they simply refer to “Attack Detection” (e.g.,
[A3, A4, A7, Ad44, A57, A66, A68, A93, A104, A143, A152].).
For this reason, we grouped “Intrusion Detection” and
“Anomaly Detection” under the “Attack Detection” task.

“Framework Building”. Building a framework to character-
ize privacy concerns is the focus of 25 studies [A16, A25,
A33, A42, A58, A69, A78, A81, A83, A84, A86, A88, A90, A91,
A100,A105,A106,A111,A119,A130,A132,A136,A140,A141,
Al149]. A typical use case is the creation of frameworks
that can be then used to experiment new mechanisms to
train machine learning models in a distributed environ-
ment [A16, A33, A42, A81, A83, A84, A90, A91, A100, A105,
A106,A111, A130,A136, A140, A149]. The framework build-
ing consists of the design and implementation of usable
tools or pipeline that combine multiple artificial intelli-
gence algorithms to detect privacy issues or preserve pri-
vacy. As an example, Meurish et al. [A90] devised a de-
centralized and privacy-by-design platform that loads con-
fidential artificial intelligence models into a trusted exe-
cution environment, hence protecting users from possible
privacy concerns. On a similar note, Wang et al. [A130]
defined a federated machine learning approach that en-
ables users to deploy complex clustering problems into the
cloud.
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“User Authentication”. 20 primary studies defined new se-
cure authentication mechanisms [A20, A24, A27, A28, A34,
A37, A39, A41, A43, A48, A52, A55, A70, A74, A85, A87, A89,
Al118, A121, A142]. As an example, this category refers to
the definition of person authentication tools that exploit
biometric sensors: this is especially true in the healthcare
field, where biometric sensors are used to monitor patients
through the measurement of the blood pressure, heart rate,
and others; afterward, the collected parameters are used to
generate a unique identifier that can be used to access a
system or in a reserved area [A20, A24, A37].

“Malware Detection”. This task was the subject of 13 pri-
mary studies and refers to the creation of agents that an-
alyze the processes that execute on a host machine to iden-
tify possible malware. The most common task consisted
of the identification and/or classification [A2, A5, A11, A18,
A30, A31, A46, A61, A71, A72, A101, A113, A126] of the vari-
ous types of malware. More particularly, we recognized two
different trends. First, the use of pattern mining to detect
malicious applications. For instance, Darabian et al. [30]
used sequential pattern mining to detect the most frequent
opcode sequences of malicious IoT applications; these se-
quences were then used to distinguish malicious from be-
nign IoT applications. Second, the use of supervised ma-
chine learning approaches to classify malware. As an ex-
ample [5] trained a Random Forest algorithm with malware
data of ANDROID applications in order to identify malicious
mobile apps.

“Privacy-Preserving Scheme”. This task was subject of 12
primary studies and refers to the definition of new pro-
tocols and schemes to improve privacy. The authors of
the primary studies typically include blockchain or simi-
lar mechanisms to keep data safe [A51, A60, A62, A77, A80,
A92,A98,A112,A137,A138, A144, A146]. An example is rep-
resented by the work of Zhao et al. [A146], who devised a
blockchain-based federated learning approach for IoT de-
vices, where the data collected from multiple sensors are
stored within a privacy-preserving blockchain before being
consumed by machine learning models.

Other tasks are way less considered, perhaps because they
represent emerging topics or because of the lack of datasets
that may be used to perform them. We further analyze this in
the context of the next research questions.

The results of RQ; indicate six tasks that are often con-
sidered for the application of artificial intelligence tech-
niques: (1) “Network Analysis”; (2) “Attack Detection”;
(3) “Framework Building”; (4) “User Authentication”;
(5) “Malware Detection”, and (6) “Privacy-Preserving
Scheme”. A common approach is that of using artificial
intelligence techniques on networks in order to detect
possible reserved information exchanged or even the vul-
nerable IoT devices in a certain environment.
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4.2. RQ, - On the IoT domains where artificial intelligence
techniques have been applied.

When addressing RQ,, we needed to elicit the domain
from each of the considered primary studies. In this respect,
we labeled each paper with one or more domains: in cases
where the domain was not explicitly reported by the authors,
we used the label "Smart Environment”: this indicates that
a certain approach is generic enough to be used in more do-
mains. The results of this analysis are depicted in Figure 7.
As reported, the vast majority of the primary studies do not
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Figure 7: IoT domains where the artificial intelligence methods have been
experimented.

explicitly indicate a use case domain for the artificial intel-
ligence approach proposed or experimented. This was the
case for 93 papers (61.8%). In most of these studies, the au-
thors limit themselves to generic discussions of IoT environ-
ments where their approach might work. This indicates that
most techniques are agnostic and can be applied for a vari-
ety of purposes. Typically, these have to do with domains like
smart factories, military fields, smart home, healthcare, and
more [A6, A13, A22, A27, A49, A74, A90, A101].
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Figure 8: Definition of "Smart Environment”, according to the analysis of the
papers that do not explicitly report the domains.
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Figure 8 reports a taxonomy of the "Smart Environment
domain, which was built after analyzing the papers that at-
tempted to devise agnostic techniques. Besides the generic
smart environment domain, 24 studies (15,8%) discussed
techniques for smart home, while other 20 (13.2%) proposed
approaches to manage healthcare-related issues. There are
two likely reasons behind this result. On the one hand, the
research interest in smart home might be driven by the in-
crease of IoT devices that can be used in such domain. As an
example, devices like AMAZON ALEXA or GOOGLE HOME are
becoming affordable and popular. As a consequence, the pri-
vacy of smart home devices represents a critical challenges
to face. On the other hand, the healthcare domain has often
caught the attention of researchers, given that IoT techniques
can be used to monitor patients and exchange personal data
to speed up diagnoses and communications.

Other domains are, instead, less considered so far and
represent emerging topics. The application of artificial intel-
ligence to smart industry, for energy considerations or indus-
try [A8, A13, A16, A18, A25, A34, A38, A58, A66, A68, A76, A79,
A80, A87, A111, A115, A143, A144, A150] was indeed the ob-
ject of recent papers published in 2020. This suggests that the
research community is trying to approach domains that were
not typically targeted.



Smart Environment

Artificial Intelligence Technique
SVM

Random Forest

K-Nearest Neighbours (k-NN)
Decision Tree

Convolutional Neural Network (CNN)
Naive Bayes

Multilayer Perceptron (MLP)
Logistic Regression

Neural Network

K-Means

Smart Home Healthcare | Industrial Smart Cities

10 6 1 2 50
10 5 2 1 38
7 8 2 27
8 5 23
2 4 1 19
4 5 1 1 18
3 2 14
2 1 13
1 3 13
2 2 1 7

Table 3: Frequency of artificial intelligence techniques used in literature to deal with privacy concerns in IoT systems.

So far, most of the proposed techniques target multi-
ple smart environments and were designed to be generic
enough to work in various domains. At the same time,
smart home and healthcare are established contexts
where privacy concerns are always challenging. Our lit-
erature review also identified some emerging domains for
artificial intelligence, like, for instance, the application of
smart techniques for electricity power reduction.
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4.3. RQ; - On the families of artificial intelligence algorithms
used to deal with privacy in IoT systems.

With RQ3; we analyzed the primary studies in order to
identify the artificial intelligence techniques that were used
and label them according to their characteristics. Figures
9 and 10 show the results of our analysis, while Table 3
overviews the number of primary studies that adopted each
technique, also indicating the domain where these have been
experimented.

Shallow machine learning approaches, i.e., approaches
thatlearn from data described by predefined features [41], are
more frequently devised. Supervised techniques have been
used in various forms: these are connected to the definition
of prediction models that can distinguish the characteristics
of an unseen instance based on a training base. According
to our analysis, a number of algorithms have been proposed,
like Random Forest [A1-A8, A12, A13, A20, A26, A27, A38,
A40, A50, A52, A57, A60, A65, A71, A73, A74, A79, A88, A93—
A95, A97, A102, A107, A109, A119, A120, A122, A133, A134],
Support Vector Machines[Al, A2, A4, A6, A7, A11-Al4, A24,
A26-A28, A30, A35, A40, A43, A46-A48, A50, A52, A53, A60,
A63, A65, A67, A71, A74, A75, A79, A88, A93, A94, Al101-
A104, A109, A110, A115, A121, A125-A127, A131, A133, A138-
A150]. None of the surveyed papers provided motivations
leading to the selection of these algorithms. Nonetheless,
the higher amount of primary studies proposing supervised
learning techniques is likely due to the characteristics of the
problems considered: as a matter of fact, most researchers
have been working on the definition of classification and/or
regression approaches to identify privacy concerns, which
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calls for the adoption of supervised machine learning tech-
niques. An overview of the privacy tasks considered with
each of the machine learning techniques is provided in Fig-
ure 11. As shown, typical use cases are the authentication
problem and the network traffic analysis. The authors that
considered this authentication problem typically applied su-
pervised learning algorithms to classify authorized or unau-
thorized accesses. Network analysis was instead approached
by collecting previous network data and features in order to
devise prediction models that could discriminate the likeli-
hood that the current traffic is anomalous and may therefore
lead to security threats for an IoT device.

A lower amount of studies focused on unsupervised
learning. Specifically, the use of clustering, and the k-Means
algorithm in particular, allowed researchers to devise ap-
proaches able to group together the common properties that
may characterize the privacy concerns treated. Clustering al-
gorithms were typically used to cover two macro-areas: data
classification and devices aggregation. The former refers to
clustering to classify devices or network traffic. The latter
refers to the definition of common features or parameters re-
lated to IoT devices [A6].

During our analysis, we found that the clustering al-
gorithms were either used as an alternative to supervised
learning algorithms [A6] (e.g., to classify or aggregate devices
based on some criterion for instance defined commons fea-
tures or parameters related to IoT devices) or in combination
with them [A13, A45, A47,<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>